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This paper provides higher-order improvements over the delta method of coverage probability errors of parametric boot-

strap confidence intervals (CIs) and tests for the covariance parameters of a time series generated by deterministic trend

with Gaussian stationary long-memory errors. The CIs and tests are based on the plug-in maximum likelihood (PML)

estimators.

It is shown that, under some sets of conditions on the regression coefficients of the model, the spectral density function,

and the parameter values of the Gaussian stationary long-memory errors, the parametric bootstrap based on the plug-in

log-likelihood (PLL) function provides higher-order improvements over the traditional delta method. The magnitude

of the coverage probability errors for one-sided bootstrap CIs for covariance parameters of the model are shown to be

essentially the same as those of the iid data. (Received August 23, 2005)
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